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Large language models (LLMs) have the potential to transform digital healthcare, as evidenced by recent advances in LLM-
based virtual doctors. However, current approaches rely on patient’s subjective descriptions of symptoms, causing increased
misdiagnosis. Recognizing the value of daily data from smart devices, we introduce a novel LLM-based multi-turn consultation
virtual doctor system, DrHouse, which incorporates three significant contributions: 1) It utilizes sensor data from smart devices
in the diagnosis process, enhancing accuracy and reliability. 2) DrHouse leverages continuously updating medical knowledge
bases to ensure its model remains at diagnostic standard’s forefront. 3) DrHouse introduces a novel diagnostic algorithm that
concurrently evaluates potential diseases and their likelihood, facilitating more nuanced and informed medical assessments.
Through multi-turn interactions, DrHouse determines the next steps, such as accessing daily data from smart devices or
requesting in-lab tests, and progressively refines its diagnoses. Evaluations on three public datasets and our self-collected
datasets show that DrHouse can achieve up to an 31.5% increase in diagnosis accuracy over the state-of-the-art baselines. The
results of a 32-participant user study show that 75% medical experts and 91.7% test subjects are willing to use DrHouse.
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1 Introduction
According to the views of the fictional character Dr. Gregory House in the popular TV show House,1 instead of
relying on patient’s subjective descriptions of symptoms, doctors should take advantage of more objective data
inputs such as smart devices, wearable sensors, and in-lab tests for diagnosis. Within the realm of large language
models (LLMs) [2, 43] and other advanced AI technologies [52, 59], many variations of LLMs have been developed
for medical tasks, such as understanding reports [13] and diagnostic reasoning systems [51, 69] that can provide
diagnosis suggestions for doctors. We refer to them as virtual doctors throughout this paper. However, existing
LLM-based virtual doctors still depend on the patient’s subjective description of symptoms. In addition, many of
these models do not incorporate the most recent medical corpus and focus on the medical question-answering
tasks [41]. They only provide general medical summaries or suggestions instead of proactively inquiring about
additional symptoms or lab tests from patients, thus missing out on potential illnesses. The inability to quantify
the likelihood of each diagnosis also hampers the confidence of both doctors and patients in the diagnostic results
provided by these LLM-based virtual doctors.
However, simply incorporating medical conversations into LLMs is not feasible as patients’ descriptions can

be susceptible to subjective perceptions or memory biases, thus leading to the ambiguity and unreliability of the
reported symptoms [34, 36]. Moreover, it can be more challenging for patients to provide precise answers about
objective metrics such as respiratory rate and blood oxygen levels. Consequently, the subjective perception of
patients and uncertainty about their symptoms will hinder timely and accurate diagnosis and treatments [36].
Additionally, after examining the medical diagnosis specifications for various common diseases on Up-to-Date,2
we found that many physiological indicators crucial for diagnosing numerous diseases can be obtained from
smart devices used in daily life. Motivated by these observations, this paper aims to incorporate the knowledge
from patients’ daily sensor data to assist LLM-based virtual doctors with multi-turn diagnosis.
According to our observations which highlight the potential benefits of incorporating daily sensor data into

the diagnostic process, existing studies on LLMs for sensor data primarily focus on utilizing LLMs to interpret
sensor signals for understanding the physical world [16, 22, 54] or make health predictions [24, 38, 39]. None of
the existing works use the sensor data for multi-turn diagnosis. To address this research gap, we first explore the
integration of objective sensor data into the multi-turn diagnosis of LLM-based virtual doctors. We summarize
several challenges we encountered as follows. First, existing LLM-based virtual doctors [5, 41, 69] are only fine-
tuned with medical corpus. How to enable the LLM-based virtual doctor to follow continuously updated medical
diagnostic standards and proactively inquire about disease-related physiological indicators that can be obtained
from the patient’s smart devices is challenging. Second, the retrieval of required knowledge from the patient’s
extensive daily sensor databases remains challenging due to the vast amount of data collected and the complex
and diverse questions posed by the LLM-based virtual doctor. Third, sensor data can be influenced by various
factors such as environment and calibration, making it challenging to select and integrate the patients’ symptom
descriptions and the sensor data to determine the next-step actions during multi-turn medical consultations.

In this paper, we propose DrHouse, the first LLM-empowered Diagnostic reasoning system through Harnessing
outcomes from sensor data and expert knowledge. DrHouse first retrieves the latest expert knowledge including
potential disease-related diagnosis guidelines and then proactively inquires about patients’ symptoms through
multi-turn medical consultations. Through multi-turn interactions, DrHouse integrates patients’ symptom
descriptions, sensor data from smart devices (e.g., wearable devices), and the latest medical expert knowledge,

1House, also known as “House, M.D.”, is an American medical drama television series.
2Up-to-Date [47] is a medical knowledge database that contains the latest knowledge and constantly evolving techniques in healthcare.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 4, Article 153. Publication date: December 2024.

https://doi.org/10.1145/3699765


DrHouse: An LLM-empowered Diagnostic Reasoning System • 153:3

Provide Medical Consultation for Patients Provide Diagnostic Reference for Doctors

Diagnostic Dialogues
from DrHouse

Patient's Smart Devices,
e.g. Smart Watch

...

DrHouse
Concurrent Diagnosis

with Likelihood

DrHouse

Continuosly Updated
Medical Knowledge
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My heart feels pain when I take a deep breath
after COVID-19. What is the reason?

Patient 

Sorry, I did not noticed that.
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Smart Devices
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 Could you please tell me your SpO2, 
respiratory rate, and sleep quality？

Have you noticed any other symptoms 
such as cough, or headache?

OK. I think probability of acute bronchitis: 
High,  probability of pharyngitis: Low, and 
probability of gastritis: Low. 

I can only feel my heart beat runs fast.

Expert
Knowledge

Patient's
Descriptions

DrHouse DrHouse

Fig. 1. Overview of DrHouse. DrHouse incorporates patients’ sensor data from smart devices into the multi-turn diagnosis
process to enhance accuracy and reliability. DrHouse can provide medical consultations for patients at their homes, or offer
diagnostic references to doctors to reduce their workload.

to determine the next steps such as accessing daily sensor data or requesting in-lab tests. Simultaneously,
DrHouse concurrently evaluates potential diseases, progressively refines its diagnoses, and finally generates an
explainable diagnosis with a likelihood for each specific disease. We summarize the contributions of this paper as
follows:
• We propose DrHouse, the first LLM-empowered virtual doctor system that can both initiate multi-turn medical
consultations about disease-related physiological indicators and integrate the knowledge from patients’ sensor
data into the multi-turn diagnosis process to enhance accuracy and reliability.

• We develop three modules to enable DrHouse to conduct multi-turn conversations with the patients while
incorporating both the latest medical expert knowledge and sensor data from smart devices. First, we construct
the knowledge base in DrHouse, and develop a multi-source knowledge retrieval approach to iteratively
retrieve the required sensor data knowledge and medical expert knowledge during each round of conversations.
Then, we develop a knowledge integration approach to fuse patient’s descriptions, sensor data knowledge, and
medical knowledge. Finally, we design a diagnostic decision-making strategy through knowledge selection and
concurrent checking of candidate diseases with likelihood, allowing DrHouse to consider the quality of sensor
data and provide more nuanced and informed medical assessments.

• We validate DrHouse on both synthetic and real-world datasets. We also conduct two types of user studies
involving both volunteers (N=12) and medical experts (N=20) as participants. Evaluations on both synthetic
and real-world datasets show that DrHouse outperforms state-of-the-art baselines by up to 31.5% in diagnostic
accuracy, and user studies indicate that DrHouse exhibits promising market potential.

2 Related work
2.1 LLM-based Virtual Doctors
Fine-tuning LLMs for Clinical Diagnosis. Several LLMs have been proposed for medical purposes, such as
Med-PaLM 2 [41], DISC-MedLLM [5] and HuatuoGPT [69]. They collect extensive medical datasets comprising
question-answering (QA) and diagnosis dialogues, employing the supervised fine-tuning (SFT) technique to LLMs.
These specialized medical LLMs can outperform GPT-4 on several benchmarks in the medical domain. Google
[44] employs a self-play-based environment to generate simulated doctor-patient dialogues. They fine-tune
the LLM based on public medical datasets, real doctor-patient dialogues in hospitals, and simulated dialogues
generated by LLMs. LLaVA-Med [27] leverages comprehensive datasets of biomedical figure captions to fine-tune
LLaVA, a visual large language model. LLaVA-Med can perform medical visual question answering (VQA), such
as interpreting CT scans. Other works like AMSC [48] propose to use multiple LLMs working in collaboration
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Table 1. A summary of the recent LLM-based medical applications ( means included).

Approach Base LLM
Proactive Multi-
turn Consultation

Sensor Data
Knowledge

Diagnosis
Guidelines

Latest
Knowledge

Probabilistic
Diagnosis

MedicalGPT [56] LLaMA, Baichuan # # # # #
LLM-AMT [51] GPT-3.5, GPT-4, LLaMA-2 # # # # #

HuatuoGPT-II [69] Baichuan2-Base  # # # #
DISC-MedLLM [5] Baichuan2-Base (7B,13B)  # # # #
Med-PaLM 2 [41] PaLM 2 # # # # #
MedDM [26] GPT-3.5  #  # #

Health-LLM [24] Alpaca #  # # #
CaiTI [38] GPT-3.5, GPT-4, LLaMA-2    # #
DrHouse GPT-3.5, GPT-4, LLaMA-3      

for automated diagnosis, with each LLM functioning as a specialized doctor focused on a single subject. Previous
works for LLM-based virtual doctors primarily concentrate on adapting LLMs to the medical domain and overlook
the influence of subjects’ perceptions. DrHouse employs a different approach to address this challenge by
incorporating the objective sensor data from smart devices into the multi-turn medical consultations.
Knowledge Retrieval with LLMs. Due to the significant computational resources and costs for LLM training,
several recent studies [21, 51] have explored the utilization of RAG to enhance LLMs with medical knowledge,
eliminating the need for additional training. LLM-AMT [51] and Health-LLM [21] develop a database of medical
textbooks for retrieval by LLMs. JMLR [49] employs a joint training approach for LLM and retrieval simultaneously
to improve LLM’s ability of medical knowledge reasoning. MedDM [26] proposes a framework for preprocessing
diagnostic guidelines into a format comprehensible by LLMs. However, MedDM retrieves the diagnosis guidelines
based on the patient’s descriptions only. The discrepancy between patients’ subjective expressions and the
specialized medical terminology in diagnostic guidelines can result in reduced retrieval performance. In addition,
previous works on retrieval-based virtual doctors primarily focus on retrieving medical knowledge to assist LLM
diagnosis, with none exploring the retrieval of sensor data knowledge during multi-turn medical consultations.

2.2 LLM Understanding Sensor Data
Smart devices such as smartphones and wearable devices have become pervasive in everyday life [8, 55, 60],
serving as passive sensors that effortlessly collect a multitude of data [17, 18, 61, 62]. Recent works explore using
sensor data to assist LLM in understanding the physical world [16, 19, 54, 63]. Penetrative AI [54] shows that
with suitable prompt design and expert knowledge, LLMs can interpret diverse sensor data, like WiFi and ECG
signals. HARGPT [19] directly utilizes raw sensor data as input and chain-of-thought prompts to perform human
activity recognition in the physical world. Additionally, many studies investigate LLM reasoning with sensor
data for healthcare applications [10, 22, 24, 38]. Kim et. al [24] integrate contextual information, such as user
demographics and health knowledge, with physiological data, including resting heart rate and sleep duration,
to enhance the comprehensive understanding of LLMs. The work in [10] leverages large language models to
synthesize clinically useful insights from multi-sensor data, generating reasons about how trends in data relate
to mental conditions. CaiTI [38] analyzes the user’s daily functioning through several fixed and predetermined
dimensions and employs LLM for psychological therapy. However, CaiTI is specialized in mental health and is
not designed for multi-turn medical consultations. Previous work primarily focuses on utilizing LLMs to interpret
sensor signals for understanding the physical world or predicting health outcomes. DrHouse takes a further step
to incorporate the knowledge from sensor data into multi-turn medical consultations.
In summary, as shown in Table 1, most existing works either focus on adapting LLMs to the medical domain

or utilizing LLMs to interpret diverse sensor signals for understanding the physical world. How to incorporate
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Diagnosis: Hyperthyroidism

Motivation 1 –误诊

Diagnosis: Gastritis

Patient: When I'm hungry, my stomach feels uncomfortable. After eating, it's as if I
experience indigestion. I must eat when hunger strikes; otherwise, I become dizzy,
lack energy, experience stomach discomfort, often feel sleepy, and tire easily.
GPT-4: Do you have symptoms of acid reflux and heartburn?
Patient: No, I don't have.
GPT-4: That should be caused by an upset stomach. It could be gastritis. Eat good
digestive food recently, such as porridge and soup.
Patient: Okay, I make soup every day now.
GPT-4: Are you flustered? What is your respiratory rate, sleep score, heart rate,
and SpO2 levels ? If your heart rate is high, consider testing your thyroid function.

Patient: My heartbeat is 69 bpm.

GPT-4: Given your heart rate is around 69 beats per minute, which falls within the
normal range of 60 to 100 beats per minute, it doesn't seem like your symptoms
are related to an issue with your thyroid function. The patient has reported
symptoms that could be indicative of gastritis.

Physiological Indicators in the Abnormal Range

Patient: When I'm hungry, my stomach feels uncomfortable. After eating, it's as if I
experience indigestion. I must eat when hunger strikes; otherwise, I become dizzy,
lack energy, experience stomach discomfort, often feel sleepy, and tire easily.
GPT-4: Do you have symptoms of acid reflux and heartburn?
Patient: No, I don't have.
GPT-4: That should be caused by an upset stomach. It could be gastritis. Eat good
digestive food recently, such as porridge and soup.
Patient: Okay, I make soup every day now.
GPT-4: Are you flustered? What is your respiratory rate, sleep score, heart rate, and
SpO2 levels ? If your heart rate is high, consider testing your thyroid function.

Patient: I am not sure about my heartbeat. But I feel my heart runs fast,
maybe 130 bpm.

GPT-4: Based on your heart rate of 130 beats per minute, which is above the
normal range, it's important to investigate further as this could indicate
hyperthyroidism. Hyperthyroidism can cause symptoms like feeling dizzy,
tiredness, and indigestion issues due to increased metabolism.

Physiological Indicators 
in the Normal Range

Fig. 2. An example showing that responding to the LLM-based virtual doctor with varying physiological indicators can lead
to different diagnostic outcomes, such as hyperthyroidism and gastritis. We use GPT-4 as a naive LLM in the examples.

the knowledge of sensor data from patients’ smart devices to enhance the capability of LLMs for diagnostic
decision-making and multi-turn medical consultations remains unexplored.

3 Background and Motivation
In this section, we first show the limitations of existing LLM-based virtual doctors for patients’ subjective
perception. Next, we show the diagnostic guidelines for various diseases on the Up-to-Date database [47]. The
key insights from these observations motivate the design of DrHouse.
Potential Misdiagnosis Risks Due to Patient’s Inaccurate Subjective Perception. Previous studies in
medicine have revealed that the subjective perception of patients and uncertainty about their symptoms can
impede timely and accurate diagnosis and treatments [34, 36]. In clinical practice, physicians typically inquire
about various objective physiological metrics from patients, including respiratory rate, sleep quality, blood oxygen
levels, and heart rate [32]. However, it can be challenging for patients to provide precise answers about these
objective metrics, particularly in the context of LLM-based virtual doctors. This is because patients typically use
virtual doctors from their homes without the presence of in-lab tests or healthcare professionals like nurses who
could aid them in obtaining these measurements.

We first present an example showing how, in the absence of objective sensor data, existing LLM-based virtual
doctors may misdiagnose due to inaccurate subjective symptom descriptions. Specifically, we utilize the public
medical dialogue dataset, i.e., DIALMED [15], for experiments. We conduct multi-turn consultations with the
virtual doctor, utilizing symptoms from the dataset. When virtual doctors inquire about objective physiological
indicators, we test responses using the physiological indicators in the normal and abnormal ranges, respectively.
Figure 2 shows that responding to the virtual doctor with varying physiological indicators can lead to different
diagnostic outcomes, such as hyperthyroidism and gastritis. However, in the real world, patients’ responses may
be inaccurate or vague, increasing the risk of misdiagnosis. This motivates us to incorporate objective sensor
data into LLM-based medical consultations, which is crucial for ensuring their reliability.
Sensor Data Indicators in Medical Diagnostic Guidelines.Medical diagnosis guidelines [26] serve as the
gold standard that doctors directly consult and utilize in clinical practice, enabling LLM to learn with minimal
data and execute actions and decisions that closely align with those of real doctors. These diagnostic guidelines
typically employ a tree-like structure. Doctors will inquire about the patient’s symptoms and subsequently make
informed decisions and diagnoses by referencing the diagnosis guidelines. Furthermore, our observations indicate
that numerous latest medical diagnosis guidelines incorporate the assessment of diverse physiological indicators,
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Sensor data recordings: Oxygen Saturation: 92%, 
Respiratory Rate: 25 bpm, Temperature: 38°C,  
Pulse Rate: 117 bpm, Sleep Score: 85, …

Compatible clinical syndrome in a patient without COPD, usually
characterized by acute onset but persistent cough:
1. typically lasting approximately 5 days to 3 weeks; 
2. With or without sputum production;
3. May be accompanied by mild dyspnea of wheeze

Test for COVID-19, continue evaluation and 
advise isolation while awaiting results.

Evaluate other causes 
based on clinical 
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Concern for pneumonia based on
any of the following? Temperature >
38, Pulse > 100 bpm, Respiratory
rate > 22 bpm, Hypoxia (oxygen
saturation < 95%)

Get chest x-ray for pneumonia
assessment. Consider further
tests depending on results, illness
severity, and suspected pathogen.

Concerned about 
pathogen infection 

impacting management? 
(pertussis, influenza)

Evaluate for 
the suspected 
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A clinical diagnosis 
of acute bronchitis 

can be made

** Literature review current through: Mar 2024.

* COPD: chronic obstructive
pulmonary disease;
* Most pathogens that cause
acute bronchitis do not
require specific treatment, …

Yes

Yes

Yes

No

No

No

Fig. 3. An example of sensor data indicators in medical diagnosis guidelines. The left figure shows the latest medical
diagnostic guidelines for acute bronchitis on the Up-to-Date database [47]. The right figure shows that accessing patients’
daily sensor data can take the diagnostic process one step further and assist virtual doctors in decision-making.

which can be conveniently obtained through smart devices such as FitBit [14], worn by patients. We examined
the diagnostic guidelines for various common diseases from the Up-to-Date [47] database and found that many
of these guidelines include physiological indicators that can be obtained from wearable devices. For instance,
71.4% of the diagnostic guidelines for common respiratory conditions such as acute bronchitis, asthma, and
chronic obstructive pulmonary disease (COPD) involve physiological indicators that can be obtained using smart
wearable devices. Figure 3 shows an example of the diagnostic guideline for acute bronchitis from the Up-to-Date
[47], where the red highlight shows the sensor data request in the diagnostic guideline, such as respiratory rate
> 22bpm and oxygen saturation < 95%. Accessing patients’ daily sensor data directly from smart devices can
assist the virtual doctor in decision-making and enhance the probability of accurate diagnosis.
Summary. We summarize the motivations as follows.
• First, the patient’s subjective perception, particularly regarding objective physiological indicators, can increase
the potential risk of misdiagnosis by LLM-based virtual doctors.

• Second, we found that the diagnostic guidelines for many common diseases in the latest medical databases
[47] include indicators that can be obtained from sensor data of smart devices. Integrating sensor data from
smart devices into the diagnostic process of LLM-based virtual doctors can enhance diagnostic reliability.

• Third, the action space of existing virtual doctors [5, 69] is limited to inquiring about patients’ symptoms and
requesting in-lab tests. Accessing patients’ sensor data from smart devices offers virtual doctors an additional
option, expanding their action space. This expansion not only assists in cutting down on unnecessary in-lab
tests but also facilitates patients in providing subjective answers, thereby reducing the risk of misdiagnoses.
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Fig. 4. System overview of DrHouse.

4 System Design

4.1 System Overview
DrHouse is an LLM-empowered multi-turn consultation virtual doctor system capable of leveraging both the
patient’s descriptions of their symptoms, patients’ sensor data from smart devices, and medical knowledge for
diagnosis. Figure 4 overviews the design of the DrHouse. The left part of Figure 4 shows DrHouse’s construction
of two knowledge bases. In particular, DrHouse constructs knowledge bases (§ 4.2) using daily sensor data from
patients’ smart devices and continuously updated medical expert knowledge, respectively. After construction,
DrHouse processes the data into databases for LLM’s usage. The right part of Figure 4 illustrates the three
runtime technologies to support multi-turn medical consultations. First, DrHouse employs two approaches to
iteratively retrieve the required sensor data and the latest medical knowledge during each round of conversations,
respectively (§ 4.3). Then, to make LLM understand the retrieved knowledge, DrHouse employs a knowledge
integration approach to fuse patients’ descriptions, sensor data knowledge, and medical knowledge (§ 4.4). Finally,
DrHouse oversees the integrated knowledge from sensors, medical knowledge, and in-lab tests for estimating the
probabilities of multiple candidate diseases (§ 4.5).

4.2 Knowledge Base Construction
In this section, we introduce the knowledge base in DrHouse, including the two types of knowledge sources, the
latest clinical resources, and the vectorization and synchronization of the knowledge base.

4.2.1 Medical Expert Knowledge. The medical knowledge sources in DrHouse consist of multi-turn medical
dialogues, medical textbooks, and diagnostic guidelines.
Medical Dialogues. To enable LLMs to emulate the role of a doctor and facilitate multi-turnmedical consultations,
we incorporate real medical dialogue datasets [30, 67] into DrHouse’s medical knowledge base. These dialogue
datasets can teach DrHouse the doctor’s language to raise multi-turn conversations.
Medical Textbooks. Despite being trained extensively on massive datasets, LLMs such as GPT-4 still lack the
professional knowledge required in the medical field. This prevents LLMs from giving professional diagnoses and
advice. Therefore, we teach general medical knowledge including the definition of medical terms and normative
range of medical indicators, e.g., “Upper endoscopy is not required in the presence of typical Gastroesophageal
reflux disease (GERD) symptoms of heartburn or regurgitation”. A large number of medical textbooks, including
MedQA [67] and PubMedQA [23], are stored in the medical knowledge base of DrHouse.
Diagnostic Guidelines. The objective of clinical decision-making is to minimize risks and potential harm while
maximizing effectiveness [3]. However, solely relying on a doctor’s subjective intuition can lead to unpredictable
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and non-reproducible diagnoses. Therefore, experts have proposed medical diagnostic trees to reduce uncertainty
in decision-making [4]. As one of the evidence-based clinical decision methods, diagnostic guideline trees serve
as the gold standard for doctors during diagnosis [46]. Clinicians should meticulously refer to the guidelines and
utilize the most effective evidence gathered during consultations to make the most beneficial decisions for their
patients [33]. The characteristics of ease of interpretation of diagnostic guideline trees are also suitable for LLMs,
which can improve the predictability and stability of LLM reasoning.

To this end, DrHouse also integrates diagnostic guidelines from the public medical knowledge search engine
Up-to-Date [47] into its knowledge sources. The diagnostic guidelines are structured as a decision tree, which
is suitable for LLMs to ask relevant follow-up questions and determine the next steps, as shown in Figure 3.
Currently, DrHouse includes diagnostic guidelines for thirty common diseases. Since the original diagnostic
guidelines are in figure format, we first use the optical content recognition model PaddleOCR [1] to convert
them into a text-based format, facilitating better comprehension by LLMs. After that, we follow the method in
MedDM [26] to transform the text-based diagnostic guidelines into if-else formatted diagnosis guideline trees.
Subsequently, a manual inception is performed to ensure the correctness.

4.2.2 Sensor Data. DrHouse will access the patient’s daily sensor data from smart devices during the diagnosis.
This subsection details the sensor data knowledge sources in DrHouse.
Knowledge Source of Sensor Data. The sensor data knowledge source contains daily data collected from
patients’ smart devices, such as the Fitbit Sense smartwatch [14]. The recorded data includes various physiological
indicators of the patient over each time interval, such as oxygen saturation, sleep scores, and heart rate. These
physiological indicators provide LLM-based virtual doctors with reliable evidence for diagnosis. Patient’s sensor
data are saved in a tabular format and stored on their local device or personal cloud storage, like iCloud Drive.
Check of SensorData’s Uncertainty.Although sensor data are generally more objective than patient statements,
they can still suffer from quality issues due to environmental factors or motion artifacts [42]. To address this,
we first check the sensor data’s uncertainty, assigning an uncertainty score for each sample. If the uncertainty
is high, the virtual doctor should request in-lab tests instead of relying solely on the sensor data. Specifically,
we profile the uncertainty level for each sensor data record using a window-based probability density function
(PDF) approach [66] and store this information in the sensor database. This method computes the mean and
variance within a sliding window, thereby avoiding the misinterpretation of sensor values during exercise. For
example, a higher heart rate during exercise will not be considered an outlier if the overall average remains stable.
Additionally, our approach can also identify erroneous sensor readings, such as anomalous zero values.

4.2.3 Latest Clinical Resources. We leverage evidence-based clinical resources to enable continuous learning from
the latest clinical research output. DrHouse will embed the lifelong learning capability like the doctors by using
evidence-based clinical resources as a knowledge resource. Up-to-date [47] and PubMed [40] are two popular such
data resources that contain evidence-based clinical cases, the latest research outputs, disease management, and
treatment. To ensure our model remains at the forefront of medical diagnosis standards, DrHouse continuously
updates these evidence-based clinical resources from Up-to-date and PubMed.

4.2.4 Knowledge Base Vectorization and Synchronization. The medical and sensor data knowledge sources
mentioned above are stored in the format of text. To facilitate the knowledge querying by DrHouse during
the diagnosis process, we convert these text knowledge sources into vector databases in advance, which is
called knowledge base in this paper. Specifically, we first split the raw document into multiple chunks. These
chunks are converted to embedding vectors using the OpenAI embedding model text-embedding-ada-002
[37]. The knowledge databases are subsequently utilized for knowledge retrieval in response to queries made by
patients or virtual doctors. DrHouse employs an event-driven synchronization strategy to dynamically embed
knowledge, including both the latest medical knowledge and continual sensor data, into the knowledge database.
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The synchronization process for the sensor data is triggered every hour. The medical knowledge is synchronized
when newer medical guidelines are online.

4.3 Multi-source Knowledge Retrieval
Existing LLM-based virtual doctors [5, 41, 69] only retrieve medical knowledge based on patients descriptions.
DrHouse takes a unique approach by multi-source knowledge retrieval, enabling it to leverage sensor data from
smart devices and medical expert knowledge simultaneously.

4.3.1 Retrieval of Guidelines Trees. Accurate retrieving relevant diagnosis guidelines based on patients’ self-
reported symptoms in the initial round of conversation is challenging. MedDM [26] directly retrieves the guideline
based on patients’ descriptions. However, the discrepancy between the non-specialized expressions of patients
and the specialized medical statements in the guideline tree results in poor retrieval performance. Our results show
the accuracy of directly retrieving guidelines based on the patient’s descriptions is only about 37%, suggesting a
huge gap between patients’ expressions and the statements in guidelines trees (see § 5.3.2).
Mapping-based Retrieval of Guidelines Trees. To address this challenge, we design a mapping-based approach
for the retrieval of multiple guideline trees, as shown in Figure 9. Specifically, we first retrieve the top-k similar
patients’ symptoms from a pre-collected symptom-disease dataset [50], i.e., 𝑑𝑠𝑦𝑚 = Retriever(𝑠𝑦𝑚,D𝑠𝑦𝑚),
where 𝑠𝑦𝑚 is the patient’s descriptions about their symptoms, and Retriever is the retrieval model. D𝑠𝑦𝑚

denotes the dataset [50], which contains common clinical symptoms, each associated with potential disease
labels. The Retriever calculates the cosine similarity score between the query vector 𝑞 and stored embeddings.
A retrieval is deemed successful if the similarity score surpasses a predefined threshold [10], after which the
top-k stored documents are returned, denoted as 𝑑 = TopK𝑠∈D (sim(𝑞, 𝑠)), where 𝑞 denotes the question and 𝑠
denotes the sample in the dataset D. In addition, we use the embedding model text-embedding-ada-002 [37]
from OpenAI as Retriever throughout this study. Once we acquire the top-k potential diseases of the patients,
we can precisely obtain the diagnosis guideline trees associated with these diseases. Finally, we incorporate these
top-k guideline trees into the prompt of DrHouse, and input to the LLM (see § 4.4).
Dynamic Guideline Tree Update. As multiple rounds of medical consultations progress, DrHouse accumulates
an increasing number of patient symptoms, resulting in the change of potential diseases. Consequently, after
each round of consultation, DrHouse dynamically updates the top-k diagnosis guideline trees to adapt to the
changes in symptoms. On the other hand, the increased number of patient symptoms also helps DrHouse to
narrow down the potential diseases.

4.3.2 Adaptive Sensor Data Retrieval. In this subsection, we introduce the basic pipeline of sensor data knowledge
retrieval in DrHouse, followed by our motivations and the design of semantic-based retrieval filtering approach.
Retrieval Pipeline. The pipeline of sensor data retrieval in DrHouse contains two processes: raw sensor data
retrieval and summarizing. Specifically, we first retrieve the raw context of the sensor data recordings based
on the query posed by the virtual doctor, which is presented as 𝑐𝑠𝑒𝑛𝑠𝑜𝑟 = Retriever(𝑞𝑑𝑜𝑐𝑡𝑜𝑟 ,D𝑠𝑒𝑛𝑠𝑜𝑟 ), where
𝑞𝑑𝑜𝑐𝑡𝑜𝑟 is the query (question) of the virtual doctor, and D𝑠𝑒𝑛𝑠𝑜𝑟 is the sensor data knowledge base. Subsequently,
we employ a summary LLM called LLMsum (·) to interpret and summarize the raw context 𝑐𝑠𝑒𝑛𝑠𝑜𝑟 , which can be
expressed as 𝑑𝑠𝑒𝑛𝑠𝑜𝑟 = LLMsum (𝑞𝑑𝑜𝑐𝑡𝑜𝑟 , 𝑐𝑠𝑒𝑛𝑠𝑜𝑟 ). The summary output 𝑑𝑠𝑒𝑛𝑠𝑜𝑟 is more readable and better suited for
DrHouse than the raw context. Given the costs, we use GPT-3.5 as LLMsum in this study. Next, we will introduce
the motivation of semantic-based retrieval filtering and how it works in the pipeline.
Observations and Motivation. Figure 5a shows that the outputs of LLM doctors can contain very complex
and diverse actions, such as: “Are you experiencing any other symptoms such as fever, wheezing, or difficulty
breathing? If so, can you also tell me your current temperature, pulse rate, and whether you’ve had any recent
exposure to someone with similar symptoms or a respiratory infection”. Keywords related to sensor data indicators
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Motivation – bad case (传感器
检索的阈值)

Retrieval Failed, Case 1 (Inaccurate) 

GPT-4: Are you experiencing any other symptoms such as

fever, wheezing, or difficulty breathing? If so, can you

also tell me your current temperature, pulse rate, and

whether you've had any recent exposure to someone with

similar symptoms or a respiratory infection?

Retrieved Knowledge : Unable to find matching results.

GPT-4: Can you please measure your temperature and

oxygen saturation (SpO2) if you have a thermometer and a

pulse oximeter at home? Additionally, it's important to

know your respiratory rate – you can count how many

breaths you take in one minute.

Retrieved Knowledge : Unable to find matching results.

Retrieval Failed, Case 2 (Inaccurate) 

Redundant Retrieval (Inefficient)

GPT-4: How long have you been experiencing this sudden violent cough and

shortness of breath?

Patient: Just started today. (retrieved knowledge from sensor database: Based

on the given context, there is no information provided about cough or sputum

production. Therefore, it cannot be determined whether there is any sputum

production with the cough, and if so, what its color and consistency are.)

GPT-4: Do you have any sputum production with your cough, and if so, what

is its color and consistency?

Patient: Yes, the color is yellow. (retrieved knowledge from sensor database:

Based on the given context, there is no information indicating that the person

has experienced fever, chills, or body aches recently.)

GPT-4: Have you experienced any fever, chills, or body aches recently?

Patient: Yes, I have a fever and body aches. (retrieved knowledge from sensor

database: Based on the given context, the current body temperature is 37

degrees Celsius. However, there is no information provided regarding any

difficulty in breathing or wheezing.)

(a) An example of inaccurate sensor data retrieval.

Motivation – bad case (传感器
检索的阈值)

Retrieval Failed, Case 1 (Inaccurate) 

GPT-4: Are you experiencing any other symptoms such as

fever, wheezing, or difficulty breathing? If so, can you

also tell me your current temperature, pulse rate, and

whether you've had any recent exposure to someone with

similar symptoms or a respiratory infection?

Retrieved Knowledge : Unable to find matching results.

GPT-4: Can you please measure your temperature and

oxygen saturation (SpO2) if you have a thermometer and a

pulse oximeter at home? Additionally, it's important to

know your respiratory rate – you can count how many

breaths you take in one minute.

Retrieved Knowledge : Unable to find matching results.

Retrieval Failed, Case 2 (Inaccurate) 

Redundant Retrieval (Inefficient)

GPT-4: How long have you been experiencing this sudden violent cough and

shortness of breath?

Patient: Just started today. (retrieved knowledge from sensor database: Based

on the given context, there is no information provided about cough or sputum

production. Therefore, it cannot be determined whether there is any sputum

production with the cough, and if so, what its color and consistency are.)

GPT-4: Do you have any sputum production with your cough, and if so, what

is its color and consistency?

Patient: Yes, the color is yellow. (retrieved knowledge from sensor database:

Based on the given context, there is no information indicating that the person

has experienced fever, chills, or body aches recently.)

GPT-4: Have you experienced any fever, chills, or body aches recently?

Patient: Yes, I have a fever and body aches. (retrieved knowledge from sensor

database: Based on the given context, the current body temperature is 37

degrees Celsius. However, there is no information provided regarding any

difficulty in breathing or wheezing.)

(b) An example of inefficient sensor data retrieval.
Fig. 5. Examples of inaccurate and inefficient sensor data knowledge retrieval. The words highlighted in red represent the
results of sensor data knowledge retrieval. Note that we use GPT-4 as a naive LLM for example.

can be overwhelmed by a large number of words, making sensor data retrieval challenging. As mentioned above,
Retriever requires a predefined threshold to determine whether the retrieved contexts should be used. A higher
threshold can obscure or overwhelm the keywords for retrieving the sensor database, leading to retrieval failure.
On the other hand, shown in Figure 5b, a lower threshold could lead to many redundant retrievals, thereby
increasing system overhead. Figure 12 shows the overhead of sensor data retrieval. Since the process of sensor
data knowledge retrieval contains both data retrieval and LLM summarizing, retrieving sensor knowledge in
each round of diagnosis will bring a large overhead, including both latency and cost.
Semantic-Based Retrieval Filtering. The above observations show that not all queries necessitate the retrieval
of sensor data. To this end, we develop a semantic-based retrieval filtering mechanism to determine whether to
initiate sensor data retrieval. One straightforward way is to employ LLM itself for this determination. However,
the prompt for DrHouse already contains a long context, which can make it challenging for LLMs to follow
instructions accurately [68]. In addition, existing studies [7] show that fine-tuned small language models with
application-specific training data consistently achieve superior performance compared to zero-shot LLMs in all
tested classification tasks. Our experimental results in § 5.3.3 show the same phenomenon.

To address these challenges, we develop a semantic-based retrieval filtering mechanism that employs a small
language model as a semantic filter. The goal of the semantic-based retrieval filtering is to categorize inquiries
posed by LLMs and determine whether the retrieval of sensor data is necessary. Specifically, we first collect
queries from our virtual doctor platform to construct a dataset. This dataset contains diverse questions posed
by our developed LLM virtual doctor, including those that should initiate the retrieval of sensor data and those
that should not. We manually annotated each query with labels (i.e., whether to start retrieval of sensor data or
not). Recent studies [51] have demonstrated the effectiveness of LLMs for data augmentation. To mitigate the
annotation cost, we use LLMs to rewrite queries and expand the diversity of descriptions in our collected dataset,
while keeping the label of the query unchanged. Finally, we use the augmented dataset and cross-entropy loss to
train the semantic filter.

4.3.3 Medical Knowledge Retrieval. DrHouse’s retrieval of medical expert knowledge contains two stages:
preceding retrieval and runtime retrieval. The preceding stage enables LLMs with the capabilities of multi-turn
medical conversations, while the runtime stage empowers LLMs with diverse medical knowledge.
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During-diagnosis prompt of Virtual Doctor

Template of Runtime Prompt for Diagnosis

PATIENT’S DESCRIPTIONS ABOUT THEIR SYMPTOMS
{Patient's symptoms at this round of conversation}

SENSOR DATA KNOWLEDGE
{Sensor data knowledge}

Medical EXPERT KNOWLEDGE
{Medical expert knowledge}

DIAGNOSIS GUIDELINE TREES
The diagnosis guideline tree for each potential
disease is: {$[ Disease-1 ]$: $[ Guideline-1 ]$;
$[ Disease-2 ]$: $[Guideline-2 ]$; $[ Disease-3 ]$:
$[Guideline-3 ]$,…, $[ Disease-K ]$: $[Guideline-K ]$; }

Fig. 6. Template of the runtime prompt.

qdoctor(i) 

Prompt:
Patient's Symptoms (i)
Medical Knowledge (i)
Guidlines  Trees (i)

LLMMedical DBPatients

Semantic
Filter

Sensor
DB

Prompt:
Patient's Symptoms (i+1)
Medical Knowledge (i+1)
Guidlines  Trees (i+1)

LLMMedical DBPatients

qdoctor(i+1) 

sym(i+1) 

sym(i) 

dsensor(i) 

dmed(i) 

dmed(i+1) 

Round i-1 ... 
Round i: 

Round i+1: 

*   Sensor Knowedge (i)

*   Sensor Knowedge (i-1)

dsensor(i-1) 

Next Round

Fig. 7. Pipeline of DrHouse for knowledge update at runtime.

Preceding Retrieval. DrHouse retrieves relevant dialogue demonstrations based on the symptoms described
by patients during the first round of conversation: 𝑑𝑑𝑙𝑔 = Retriever(𝑠𝑦𝑚,D𝑑𝑙𝑔), where D𝑑𝑙𝑔 is the dialogue
dataset [30, 67]. These demonstrations cover multi-turn dialogues of diverse diseases. By incorporating this
information into the prompt, DrHouse can have the capability to perform multi-turn medical consultations. The
performance of LLMs will be enhanced with an increase in the number of demonstrations and their relevance to
the patient’s descriptions. However, due to the limited processing context of LLMs [29], DrHouse retrieves only
the top-k similar dialogues from the vector database and incorporates them into the prompt. Considering the
context length and cost, 𝑘 is set to 3 in our experiments.
Runtime Retrieval. At each round of conversation, DrHouse retrieves the medical knowledge based on the
patient’s reported symptoms. This process enables DrHouse to provide a more professional reply andmitigate LLM
hallucinations [21, 51]. The retrieval of medical knowledge can be expressed as 𝑑𝑚𝑒𝑑 = Retriever(𝑠𝑦𝑚,D𝑚𝑒𝑑 ),
where D𝑚𝑒𝑑 is the medical textbooks database. Finally, 𝑑𝑚𝑒𝑑 is integrated with the patient’s symptoms 𝑠𝑦𝑚 and
the knowledge from sensor data 𝑑𝑠𝑒𝑛𝑠𝑜𝑟 , and inputted to the LLM for diagnostic decision-making.

4.4 Knowledge Integration in DrHouse
Existing studies either adapt LLMs to the medical domain [5, 41, 69], or utilize LLMs to interpret sensor signals
for understanding the physical world [16, 22, 54]. How to fuse the knowledge of sensor data from patients’ smart
devices to assist LLM-based virtual doctors in multi-turn diagnosis is challenging. In this section, we introduce the
prompts used in DrHouse, which empower LLMs with the capacity to initiate multi-turn medical consultations
and utilize the sensor data from patients’ smart devices. The prompt utilized in DrHouse consists of two parts:
𝑃𝑟𝑜𝑚𝑝𝑡 = 𝑃𝑟𝑜𝑚𝑝𝑡𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 + 𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑢𝑛𝑡𝑖𝑚𝑒 , where 𝑃𝑟𝑜𝑚𝑝𝑡𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 and 𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑢𝑛𝑡𝑖𝑚𝑒 are the preceding prompt
and the runtime prompt. The former remains fixed once the multi-turn diagnosis commences, while the content
of the latter evolves throughout the multi-turn conversation.

4.4.1 Preceding Prompt. The preceding prompt aims to invoke the LLM’s capability of multi-turn consultations
and provide initial diagnostic guidelines. Figure 8 shows the template of the preceding prompt. It contains four
parts: overall instruction, task instruction, retrieved diagnosis guidelines, and retrieved dialogue demonstrations.
Overall instruction prompts the LLM to play the role of a virtual doctor for a multi-turn diagnosis. Task instruction
emphasizes critical points for the diagnosis, including following diagnosis guidelines, meticulous evaluation of
sensor data indicators, and providing instructions for multi-disease diagnosis. Diagnosis guidelines and dialogue
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Template of Preceding Prompt

OVERALL INSTRUCTIONS
You are an expert doctor who diagnoses disease. Please make a step-by-step conversation to diagnose the patient's disease. Please note
that you should only ask one question at each turn.

TASK INSTRUCTIONS

Your goal is to diagnose diseases by synthesizing patients' self-reported symptoms, medical diagnosis guideline, knowledge from their
sensor data, and knowledge from medical textbooks to form a comprehensive judgment. Please note:
 Please carefully check each diagnostic guideline tree.
 You need to ask patients sensor data indicators such as heart rate (pulse), respiratory rate, sleep conditions, and SpO2 levels if they

are in the diagnosis guideline tree. If the sensor data is reliable, rely on it. If the sensor data is not reliable and have a conflict with
patients' description, please request the patient to measure these indicators and perform a laboratory test.

 If the patient is uncertain or unaware of this information, prioritize the data obtained from sensor readings for reliable insights.
 You need to follow the provided diagnosis guideline for each condition step by step. By following these guidelines, you can

determine the potential disease the patient might have and provide the corresponding probability for each disease.
 Please ask the patients about their age and gender.
 Please consider both the prior probabilities and guideline-based probabilities when estimating the final probability for each disease.
When generate interpretable diagnostic results, please provide probabilities of each possible disease and explanations. Please note:
• The prior probability of each disease are: {$[ Disease-1 ]$: $[ Prior-1 ]$; $[ Disease-2 ]$: $[ Prior-2 ]$; $[ Disease-3 ]$: $[ Prior-3 ]$,…,

$[ Disease-K ]$: $[ Prior-K ]$}.
• The guideline-based probability of a disease is estimated by the degree of confirmed steps within the guidelines during the diagnosis.
• Finally, you must summary each disease and its probability in a list, like: {Probability of $[ Disease-1 ]$, explanation; Probability of

$[ Disease-2 ]$, explanation; Probability of $[ Disease-3 ]$, explanation, …, Probability of $[ Disease-K ]$, explanation}.

DIAGNOSIS GUIDELINE TREES
Please initiate the multi-turn diagnosis following the diagnosis guideline trees: {Retrieved diagnosis guideline trees}

DIALOGUE DEMOSTRATIONS
Please also refer to the following demonstrations for multi-turn diagnosis: {Retrieved dialogue demonstrations}

Start-up prompt of Virtual Doctor

Fig. 8. Template of the preceding prompt in DrHouse.

demonstrations are retrieved from our constructed medical knowledge based on the patient’s reported symptoms
(see § 4.3.1). Once the patient initially reports their symptoms, the content within the 𝑃𝑟𝑜𝑚𝑝𝑡𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 remains
fixed and does not change throughout the subsequent conversation rounds.

4.4.2 Runtime Prompt for Diagnosis. Figure 6 shows the template of the runtime prompt in DrHouse. The content
within the 𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑢𝑛𝑡𝑖𝑚𝑒 changes with each round of conversation. Figure 7 shows the pipeline of DrHouse for
updating its knowledge at runtime. At each round of consultation, the input to the LLM contains four parts:
𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑢𝑛𝑡𝑖𝑚𝑒 = 𝑠𝑦𝑚(𝑖) + 𝑑𝑚𝑒𝑑 (𝑖) + 𝑑𝑡𝑟𝑒𝑒 (𝑖) + 𝑑𝑠𝑒𝑛𝑠𝑜𝑟 (𝑖 − 1), where 𝑠𝑦𝑚(𝑖) is the patient’s description of their
symptoms at the 𝑖 th round of the conversation. 𝑑𝑡𝑟𝑒𝑒 (𝑖) and 𝑑𝑚𝑒𝑑 (𝑖) are the retrieved diagnostic guidelines
and medical knowledge based on 𝑠𝑦𝑚(𝑖). 𝑑𝑠𝑒𝑛𝑠𝑜𝑟 (𝑖 − 1) refers to the retrieved sensor data knowledge based on
DrHouse’s query (question) posed by the LLMs in the previous round of conversation. Note that sensor data is
available only when the semantic filter initiates data retrieval; otherwise, it is set to empty (see § 4.3.2).

4.5 Diagnostic Decision Making
Patients’ descriptions may be influenced by subjective perceptions or memory biases [34, 36], while sensor data
can be affected by environmental factors [25], posing challenges for LLM to make diagnostic decisions. To address
this challenge, we develop a diagnostic decision-making strategy for DrHouse that performs knowledge selection
and provides explainable diagnosis results.

4.5.1 Knowledge Selection. The decision space of DrHouse encompasses four types, including further inquiring
about symptoms, requesting in-lab tests, accessing patients’ sensor knowledge base, and summarizing diag-
nosis results. In cases where diseases lack sensor data indicators, DrHouse relies on patients’ symptoms for
decision-making. Conversely, for diseases where guidelines consider sensor data indicators crucial for diagnosis,
DrHouse relies on the knowledge retrieved from sensor data. To mitigate the influence of sensor data quality on
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My throat is sore, and I 

have a fever. I had this 

symptom for 3 days…

Patient’s Description

Symptoms Diseases

The skin on my face is peeling…, [Dermatitis]

My stomach has been bloated…, [Gastritis]

… …
Retrieval

Top-k Candidate Diseases’ Guidelines

Mapping-Based Retrieval of 

Multiple Guideline Trees

My throat is sore, and I 

have a fever. I had this 

symptom for 3 days…

Patient’s Description

Retrieval

Retrieval based on description
Retrieved 

Guideline

Guideline Database

(a) A naive retrieval of guideline trees.
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My throat is sore, and I 

have a fever. I had this 

symptom for 3 days…
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(b) DrHouse mapping-based guideline tree retrieval.

Fig. 9. Comparing guideline tree retrieval of DrHouse and
MedDM.
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Fig. 10. Key idea of concurrent checking of candidate dis-
eases in DrHouse.

the diagnosis, we include instructions in the prompt for DrHouse to consider the uncertainty level of the retrieved
sensor data during decision-making. Specifically, we incorporate the instruction “If the sensor data is reliable,
rely on it, else please request the patient to measure these indicators and perform in-lab tests.” into the prompt,
which can be seen in Figure 8. This instruction guides DrHouse to trust the retrieved sensor data knowledge only
when it possesses a low uncertainty level. Otherwise, DrHouse will request the patient to perform in-lab tests to
ensure a reliable diagnosis.

4.5.2 Concurrent Checking of Candidate Diseases. Despite the substantial advancements in AI technology, doctors
continue to prioritize relying on their own judgment when making final decisions due to concerns related to
safety and liability [36]. To this end, we enable DrHouse to concurrently check each candidate disease and
generate interpretable diagnostic results, including probability estimates and explanations for each candidate
disease, which physicians can use as a reference.

Figure 10 shows the key idea of DrHouse’s concurrent checking of candidate diseases. The final probability for
each disease is determined by the LLM leveraging the information of prior probability and the guideline-based
probability. The prior probability is determined after the initial round of the diagnostic conversation (preceding
stage), while the guideline-based probability dynamically evolves as the conversation progresses.
Prior probability. Based on the patient’s self-reported symptoms, we first retrieve the top-k most relevant
diseases from a pre-collected symptom-disease dataset (see § 4.3.1). For each disease, the retrieval similarity
is referred to as symptom similarity. Given that treatment guidelines vary by age and physicians recommend
considering age and gender in virtual doctor dialogues [47], we incorporate disease demographics into our system.
Demographic probabilities can be retrieved from disease distribution statistics and integrated into the prompts.
Guideline-based probability. As the diagnosis advances and additional symptoms and medical test results are
obtained, the probability of the patient having a particular disease changes. This probability is denoted as the
guideline-based probability in this study. Confirmation of disease requires ensuring that the patient’s symptoms
meet the criteria at all branching points of the diagnostic tree until reaching the leaf node at the end of the
diagnostic guide tree [3]. Figure 10 illustrates an example of guideline-based probability estimation for acute
bronchitis, where red points indicate confirmed steps based on the patient’s symptoms, and grey points indicate
a lack of evidence, i.e., symptoms not yet confirmed. The key idea of estimating guideline-based probability is to
calculate the ratio of confirmed steps in the diagnostic guideline tree to the total depth of the tree. Since we
have incorporated the medical diagnosis guidelines in DrHouse, we prompt LLM to inquire about the patient’s
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condition following the diagnosis guidelines of each disease. The prompt also includes instructions that enable
the LLM to consider the degree of confirmed evidence outlined in the guidelines during the diagnosis, thereby
obtaining a guideline-based probability.

Incorporating both the prior probability and guideline-based probability of each disease, DrHouse can progres-
sively narrow down diseases with low likelihood during each round of the diagnostic conversation. Additionally,
we prompt the LLM to provide the final probability estimation and explanations for each disease based on prior
and guideline-based probabilities. Details of the prompt setting can be seen in Figure 8.

5 Evaluation
In this section, we first introduce the experiment settings and datasets used for evaluation. Next, we introduce the
performance metrics and the baseline methods used for comparison. Subsequently, we conduct both simulation
and real-world experiments to validate DrHouse. Finally, we conduct a user study involving both test subjects
and medical experts, followed by a comprehensive analysis through their feedback.

5.1 Evaluation Setup
To the best of our knowledge, no public dataset contains both diagnostic conversations and sensor data from
smart devices. To validate our system, we conduct three types of experiments, including simulation experiments,
real-world experiments, and user studies.

5.1.1 Evaluation on Synthetic Datasets. Our synthetic datasets are based on public medical dialogue datasets
[15, 28, 30]. We will first introduce the three public dialogue datasets, followed by an explanation of how the
synthetic dataset is constructed and the experimental settings.
Medical Dialogue Datasets. Many studies on medical LLMs employ medical knowledge question answering
(QA) tasks [20, 49] or multiple choice tasks [41] for evaluation, which is inconsistent in real medical consultation
scenarios. In this work, we use three public medical dialogue datasets for evaluation, which contain real patient
descriptions of their symptoms and doctor-patient conversations.
• DIALMED [15] dataset comprises medical dialogues between patients and doctors from three departments,
including respiratory, dermatology, and gastroenterology. Each dialogue includes a ground truth label indicating
the disease diagnosed by the doctor.

• MedDG [30] dataset comprises 17,864 multi-round medical dialogues. It encompasses twelve prevalent gas-
trointestinal disorders. These dialogues are gathered from the gastroenterology section of a web-based medical
consultation platform.

• KaMed [28] is a large-scale multi-round medical dialogue dataset encompassing more than 63K dialogues
from over one hundred hospital departments.

Synthetic Dataset Construction.We construct a synthetic dataset based on each dialogue dataset. Each sample
in the dialogue dataset contains descriptions of patients’ symptoms and corresponding disease labels. Recent
LLM-based methods have been proven to be able to produce reliable simulations of sensor data [35] and tabular
data [6]. Since sensor data captured by smart devices is also formatted as tabular data (e.g., the public wearable
sensor dataset, LifeSnaps [65]), we refer to [6, 35] for sensor data simulation. Specifically, for each sample in
the dialogue dataset, we generate simulated sensor data according to the disease associated with the sample.
We consider two factors to ensure the validity of the simulated sensor data. First, we ensure the validity of
the sensor data ranges. Specifically, for each sample, we use LLMs to generate simulated sensor data based on
the disease type and the reasonable sensor data range for this disease as documented in medical literature [12]
(e.g., the SpO2<95%, respiratory rate>22 bpm, and pulse>100 bpm for pneumonia). We then incorporate this
medical knowledge into the prompt to guide the LLM in generating sensor data within a reasonable range for
that disease. Second, we ensure the validity of the sensor data formats. We refer to the public wearable sensor
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(a) DrHouse on PC and smartphone. (b) UI of DrHouse on PC and smartphone.
Fig. 11. Real-world evaluation settings. Participants engage in multi-turn diagnosis interactions using DrHouse on their
mobile phones or personal computers.

dataset, LifeSnap [65], which provides data formats from off-the-shelf wearable devices. The dataset includes a
wide range of daily physiological indicators such as SpO2, sleep scores, heart rate, and stress levels, all formatted
as tabular data. By incorporating several samples from LifeSnap into the LLM prompts as examples, we ensure
the validity of the simulated sensor data formats.

5.1.2 Evaluation on Real-world Profiles. To further validate our proposed system, we conducted real-world
experiments and user studies.
Real-world Profiles.We recruited 12 test subjects who have experienced illnesses in the past 12 months and
consistently wear Apple Watches in their daily lives. Their symptoms and wearable sensor data are strictly paired
and originate from the same individual. Apple Watch continuously records data via the Health app on iPhone
devices. With their permission, we extracted their historical sensor data during their illness periods as they
continued to wear the smart devices. Disease types of test subjects include acute bronchitis, chondromalacia,
pneumonia, influenza, and dermatitis. Each participant engages in multi-turn diagnosis interactions using
DrHouse and other baseline approaches. All participants have consent to the data collection and study of this
project, which has been approved by the authors’ IRB.
User Study. To evaluate the user experience, we conducted a user study involving two types of DrHouse users,
including 12 test subjects and 20 medical experts. Please refer to § 5.4 for details.

5.1.3 PerformanceMetrics. It is crucial to assess the virtual doctor’s performance throughout the entire multi-turn
conversations during the diagnosis, rather than solely focusing on the performance of single-turn QA. However,
most existing medical LLMs are evaluated in a non-interactive manner such as single-turn QA and summary
tasks [11]. In this study, we propose a comprehensive evaluation criteria that encompasses three dimensions:
• Compliance. The virtual doctor’s adherence to diagnostic guidelines during diagnosis. We use compliance to
validate the LLM’s instruction-following performance for diagnostic guidelines.

• Sensor Data Utilization. The degree to which the knowledge from sensor data contributes to the virtual doc-
tor’s diagnostic process. We use sensor data utilization to validate the LLM’s instruction-following performance
for integration of sensor data.

• Accuracy. Consistency between virtual doctor’s diagnosis results and the ground truth disease label.
Guided by this criterion, we conduct evaluations using LLMs and expert manual assessment, respectively.

GPT Evaluation. Recent studies have proven the feasibility of using LLMs for evaluation [11]. Figure 13 shows
the prompt used for GPT evaluation. We incorporate the ground truth disease label, the corresponding disease
guideline, and the dialogue into the prompt and input it into GPT-4. Subsequently, GPT-4 generates scores for
individual dimensions and an overall score, which we refer to as GPT-score in this study. We also prompt GPT-4
to generate scoring explanations. Figure 16 shows an example of an explanation from GPT-4 scoring a dialogue.
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Fig. 12. Overhead of sensor data retrieval
during multi-turn consultations.

Evaluation prompt (GPT-score)

Prompt Template for GPT Evaluation

You are a professional, impartial, and strict scorer, Below is a conversation between
a patient and an Al doctor. The patient's ground truth disease is $[ Disease ]$. Below
also has a medical diagnosis guideline for $[ Disease ]$ disease. Based on the
medical diagnosis guideline below, rate the doctor's performance according to:
• How closely does the AI doctor follow diagnostic standards in its decision-

making process?
• How much does sensor data assist the virtual doctor in making decisions? Please

focus on the usefulness of sensor information in diagnosis, rather than
evaluating whether sensor information is in virtual doctor's questioning.

• Is the doctor's diagnosis consistent with the patient's ground truth disease?
Please rate the doctor's performance on a scale of 1-100 and provide an explanation.
Ground truth disease: $[ Disease ]$
Diagnosis guideline tree: $[ Guideline tree ]$
Dialogue: $[ Dialogue ]$

Fig. 13. Prompt template used for GPT evaluation.

Expert’s Manual Evaluation. We recruit 20 medical experts to manually assess the results using the same
evaluation criteria. We provide the scorer with the dialogue, the ground truth disease label, and the corresponding
disease guideline. Scorers are required to evaluate the dialogue based on the above criteria, completing the
questionnaire. For details about the results of the manual evaluation, please refer to the user study in §5.4.

5.1.4 Baseline. In our experiments, we compare the diagnosis performance of DrHouse with the following
baselines, including the state-of-the-art knowledge retrieval approaches and SFT approaches for LLM-based
virtual doctors. Since many works on LLM-based virtual doctors do not open-source their code or model weights,
such as Med-PaLM 2 [41], they are not used in our experiments.
• GPT-3.5 [64]. We utilize the GPT-3.5-Turbo version in our experiment, which is one of the most widely used
models in GPT-3.5 family. We utilize the API provided by OpenAI.

• GPT-4 [2]. This is the largest LLM provided by OpenAI. We utilize the GPT-4-1106-preview version of GPT-4.
• Llama-3-70B [43]. This is the latest and largest version of Llama series LLMs provided by Meta. We employ
the Llama-3-70-Instruct version.

• HuatuoGPT-II [69]. This is one of the state-of-the-art SFT approaches for LLM-based virtual doctors.
HuatuoGPT-II is uses Baichuan-Base [57] as the base LLM. It is fine-tuned by SFT and reinforced learning from
AI feedback. We utilize the HuatuoGPT-II-34B version in the experiments.

• MedDM [26]. This is one of the state-of-the-art knowledge retrieval approaches for LLM-based virtual doctors.
MedDM retrieves the most relevant diagnostic guideline trees based on the patient’s descriptions during
multi-turn diagnoses. The original MedDM employs GPT-3.5 as the base LLM. To provide a fair comparison,
we adopt the more powerful GPT-4 as the base LLM in the experiments.

5.1.5 Implement Details. The prompts for the baseline approach GPT-3.5, GPT-4, and Llama-3-70B are identical,
each containing overall instructions and retrieved medical dialogues. To ensure a fair comparison, these two
sections are consistent with DrHouse. MedDM adopts the same two sections in its prompt and also incorporates
the retrieved diagnosis guideline trees. We directly test HuatuoGPT-II without adding additional prompts.
For the task of evaluating adaptive sensor data retrieval, the ground truth is sourced from our virtual doctor

platform, with each query manually annotated to indicate whether sensor data retrieval should start. We split the
collected data into 60%, 20%, and 20% for training, validation, and testing, respectively. We use BERT [9] and its
variants [31] as the semantic filter, and use cross-entropy loss for training. We use an hour-wise sliding window
in sensor data uncertainty checking. We use the Adam optimizer with a learning rate of 1 × 10−5 and a weight
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(b) KaMed dataset.
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(c) DialMed dataset.
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(d) MedDG dataset.
Fig. 14. Overall diagnostic performance. (a) shows the performance on real-world test subjects and (b)∼(c) represents the
performance on synthetic datasets. X-axis: Compliance means adherence to diagnosis guidelines. SenorUtil is the sensor
data utilization score. Acc is the diagnostic accuracy of disease. Overall is the average score of the three criteria.

decay of 1 × 10−7. For the tasks of evaluating diagnostic performance and guideline retrieval, the ground truth is
derived from the disease labels in the dialogue datasets.
For simulation experiments, we conduct multi-turn consultations with different virtual doctors based on the

symptoms provided in the dialogue datasets. During interactions, we strictly adhere to the symptoms described
in the datasets to answer the questions posed by the virtual doctors, avoiding any subjective preferences or
descriptions. If the dataset lacks information relevant to the questions posed, we respond with “I don’t know”. We
randomly select 50 samples from the dialogue datasets for experiments. We obtain multi-turn dialogues through
consultations between humans and virtual doctors and evaluate them using the GPT-score.

5.2 Overall Performance
This section shows the main experimental results of DrHouse from both simulation and real-world experiments.

5.2.1 Quantitative Results. We first compare DrHouse with baselines using quantitative diagnosis metrics,
including compliance, sensor data utilization, and accuracy. Subsequently, we conduct an in-depth analysis of the
diagnostic performance for different disease categories.
Overall Performance of Diagnosis. Figure 14 shows the quantitative diagnosis performance of DrHouse and
baselines. DrHouse achieves state-of-the-art results across all datasets, validating its effectiveness in integrating
sensor data and up-to-date medical knowledge into diagnosis. Results show that DrHouse can achieve up to 31.5%
accuracy improvement than the top-performing baselines in the real-world experiment, and also achieve up to
18.7% higher accuracy than the best baseline approaches in the simulation experiments. Additionally, results
show that DrHouse achieves up to 38.8% higher sensor data utilization and 10.7% higher compliance than the best
baseline approaches, validating its effectiveness in integrating sensor data into medical diagnoses and following
diagnostic guidelines, respectively. Note that while baselines do not incorporate sensor data, their sensor data
utilization scores are not zero. This is because GPT-4’s scoring mechanism assigns a positive score if the virtual
doctor inquires about physiological indicators from sensors. However, since baselines cannot access the sensor
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(a) Respiratory.

Compliance SenorUtil Acc0
20
40
60
80

100

Pe
rc

en
ta

ge
 (%

)

Llama-3
GPT-3.5

GPT-4
HuatuoGPT

MedDM
DrHouse

(b) Gastroenterology.
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(c) Dermatology.
Fig. 15. Diagnostic performance across different types of diseases on DialMed dataset.

GPT-4 Scoring’s Explanation by GPT itself

- Diagnostic Process Compliance: 95/100
The AI doctor closely follows established diagnostic standards in its decision-making process. It began by assessing the
symptoms relevant to acute bronchitis, such as the duration of the cough, sputum production, accompanying systemic
symptoms, and ruled out chronic conditions like COPD or medication effects that could mimic the cough. Importantly,
the AI doctor also considered the patient's heart rate, which is a part of the guideline tree for considering pneumonia.
However, it did not explicitly mention testing for COVID-19 or advise isolation while awaiting results, which is a critical
omission considering the guideline tree provided.

- Sensor Data Utilization: 85/100
The AI doctor attempted to utilize sensor data by asking for the patient's temperature, heart rate, respiratory rate, and
SpO2 levels. When the patient was unsure, it used retrieved knowledge from a sensor database, which guided the
decision-making process. The vital signs, particularly the elevated heart rate, contributed to the doctor's concern for
pneumonia, as per the guidelines. However, the respiratory rate provided by the sensor data (19 bpm) was not
above the threshold of concern (>22 bpm), and the SpO2 was within normal limits, which the AI doctor should have
considered more explicitly in the evaluation.

- Diagnosis Consistency: 90/100
The AI doctor's final diagnosis is consistent with the patient's ground truth disease of acute bronchitis. The doctor
identifies the need for a chest radiograph due to the elevated heart rate, which is in line with the guideline tree's action
point for concern for pneumonia. The doctor's decision to recommend further testing depending on the results of the
chest radiograph is appropriate. The doctor also correctly disregards the probabilities for gastritis and seborrheic
dermatitis, given the lack of symptoms for those conditions.

- Overall Performance: 90/100
The AI doctor performed well in adhering to the guideline tree, utilizing sensor data, and maintaining consistency with
the ground truth disease. There is room for improvement, particularly in addressing the COVID-19 testing and isolation
advice. The diagnosis of acute bronchitis is well supported by the patient's presentation and the sensor data, but the
process would be more robust with explicit consideration of all guideline tree points, including COVID-19 protocols.

D1-急性支气管炎-explanation

Fig. 16. An example of GPT-4 scoring’s explanation by GPT itself. The words highlighted in red and green represent the
GPT-score and the explanation for the sensor data utilization metric, respectively.

database, sensor data does not contribute to the diagnosis, resulting in significantly lower scores compared to
DrHouse.
Diagnosis Performance Across Different Diseases. We further evaluate DrHouse and baseline methods
with a finer granularity: assessing diagnostic performance across various disease categories. Figure 15 shows
the diagnosis performance on the DialMed dataset, including respiratory, dermatology, and gastroenterology
diseases. As shown in Figure 15, DrHouse achieves 36.8% and 24.5% higher sensor data utilization than baselines
on respiratory and gastroenterology diseases, respectively, thereby enabling DrHouse to achieve the highest
accuracy compared to baseline approaches. However, when diagnosing dermatology diseases, nearly all virtual
doctors exhibit poor performance in terms of sensor data utilization scores. This is because the diagnosis of
dermatology diseases is less relevant to the physiological indicators that can be collected from smart devices,
while respiratory and gastroenterology diseases are more associated with these indicators.
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Diagnosis Dialogue from HuatuoGPT-II

Patient: I’ve been coughing for two days and have yellow
phlegm in my throat.
HuatuoGPT-II: Sounds like a cold or possibly a respiratory
infection. The yellow phlegm in your throat is an indication
of inflammation and infection. Here are some suggestions:
1. Stay hydrated: Drink plenty of water, juice or hot tea to

clear your nasal passages and phlegm drainage.
2. Rest: Rest your body to allow it to heal. Take naps or

rest during the day if you’re feeling tired.
3. Oxygen: If you’re feeling breathless, move away from

strangers and potential polluters to get some fresh air.
4. Medication: If your symptoms are severe enough to

require medical attention, you may want to consider
taking an antibiotic. However, it’s always best to
consult with a healthcare professional before starting
any medication.

5. Natural remedies: You can try using natural remedies
such as echinacea or garlic to boost your immune
system and help fight off the infection.

Remember to take it easy on yourself and give your body
time to recover. If your symptoms worsen or don’t improve
after a few days, it’s important to seek medical attention.

Diagnosis Dialogue from GPT-3.5

Patient: I've been coughing for two days and have yellow
phlegm in my throat.
GPT-3.5: Have you been experiencing any chest pain along
with the coughing and yellow phlegm?
Patient: No, I haven't experienced these symptoms.
GPT-3.5: Do you have a fever as well, or any difficulty in
breathing?
Patient: I have a fever, but not difficulty in breathing.
GPT-3.5: How long have you been experiencing the fever?
And what is the highest temperature you've had during this
time?
Patient: Two days. I did not measure the temperature.
GPT-3.5: Have you been exposed to anyone with a cough or
respiratory infection recently?
Patient: Sorry, I don't know about it.
GPT-3.5: It is possible that you have a respiratory infection.
I recommend doing a rapid strep test to check for a
bacterial infection. Would you be willing to take the test? I
will arrange for the rapid strep test. In the meantime, I
suggest drinking plenty of fluids and getting plenty of rest. If
your symptoms worsen or if you develop a high fever,
please let me know.

Diagnosis Dialogue from GPT-4

Patient: I've been coughing for two days and have yellow
phlegm in my throat.
GPT-4: What is your body temperature right now?
Patient: Sorry, I don't know.
GPT-4: Have you noticed any shortness of breath or
difficulty in breathing?
Patient: No, I did not notice it.
GPT-4: Have you recently traveled to any areas with a high
prevalence of respiratory infections, or have you been in
contact with anyone who has a respiratory infection?
Patient: Sorry, I don't know about it.
GPT-4: Based your current symptoms of cough and
production of yellow phlegm, you may be experiencing an
acute bronchitis or a respiratory tract infection. Yellow
phlegm can sometimes suggest a bacterial infection, but it is
not solely indicative of one. Typically, management for such
symptoms begins with supportive care: ensure adequate
hydration, consider using a humidifier, and rest adequately.
Over-the-counter cough remedies may be used to soothe
the cough. If symptoms worsen, or if you develop a high
fever, difficulty breathing, or chest pain, it would be
important to seek medical attention immediately.

Fig. 17. Example diagnosis dialogues of baseline LLM-based virtual doctors. The dialogues from left to right are from
HuatuoGPT-II, GPT-3.5, and GPT-4, respectively.

Probability of acute bronchitis: High, explanation: due to the presence of symptoms and progression
in the guideline, but less likely given the vital signs suggesting pneumonia.
Probability of pneumonia: High, explanation: considering the elevated heart rate, fever, low SpO2,
and high respiratory rate, which are all indicative of pneumonia.
Probability of pharyngitis: Low, explanation: as the reported symptoms and vital signs do not align 
closely with pharyngitis.

2024.07.18

Diagnosis Dialogue of DrHouse 

Patient: I've been coughing for two days and have yellow phlegm in my throat.
DrHouse: What is your gender and how old are you?
Patient: Male, 26.
DrHouse: Do you have any suspicion for other causes of your symptoms such as heart failure, GERD,
postnasal drip, or are you using ACE inhibitors? Also, have you experienced a fever, and if so, what has
been your highest recorded temperature?
Patient: Sorry, I don’t know about this.
DrHouse: Since you've been coughing for 4 days with yellow sputum and no shortness of breath, the
next step in the guideline is to consider testing for COVID-19. Have you recently been tested for
COVID-19 or experienced any known exposure to the virus?
Patient: My COVID-19 test is negative, but I'm unsure if I was exposed.
DrHouse: Can you tell me your current temperature, heart rate, respiratory rate, and oxygen saturation
levels? If you do not know, I can refer to the knowledge retrieved from sensor data.
Patient: Sorry, I don't know. (retrieved knowledge from sensor database: the individual's body
temperature is 38.5°C, pulse rate is 117 bpm, respiratory rate is 25 bpm, oxygen saturation is 92%)
DrHouse: Based on the sensor data provided, your heart rate is elevated at 117 bpm, body
temperature is high at 38.5°C, SpO2 is below the normal range at 92%, and respiratory rate is also
elevated at 25 bpm. These indicators suggest a concern for pneumonia, as they align with the criteria of
temperature > 38°C, pulse > 100 bpm, respiratory rate > 22 bpm, and hypoxia (oxygen saturation <
95%). The next step according to the guideline for acute bronchitis would be to obtain a chest
radiograph to assess for pneumonia. Since we are in a conversational setting and cannot perform the
radiograph here, I will consider the high likelihood of pneumonia based on these clinical indicators.
Now, let's summarize the probabilities of each disease based on the guidelines and the data we have:

It is important to seek immediate medical attention for further evaluation, including a chest radiograph,
to confirm the diagnosis of pneumonia and initiate appropriate treatment.

COPD,… COVID-19

Consider other 
causes based on 
clinical suspicion

Pulse > 100 
Bpm,SpO2< 

95%,…

Check chest X-ray
for pneumonia

Suspected 
infection 

(pertussis)?

Assess for
suspected
pathogen

Diagnose 
acute 

bronchitis

Yes

No

Yes

No

No

Yes

COPD,… COVID-19

Consider other 
causes based on 
clinical suspicion

Pulse > 100 
Bpm,SpO2< 

95%,…

Check chest X-ray
for pneumonia

Suspected 
infection 

(pertussis)?

Assess for
suspected
pathogen

Diagnose 
acute 

bronchitis

Yes

No
Yes

No

No

Yes

COPD,… COVID-19

Consider other 
causes based on 
clinical suspicion

Pulse > 100 
Bpm,SpO2< 

95%,…

Check chest X-ray
for pneumonia

Suspected 
infection 

(pertussis)?

Assess for
suspected
pathogen

Diagnose 
acute 

bronchitis

Yes

No

Yes

No
No

Yes

Fig. 18. An example diagnosis dialogue of DrHouse. Words highlighted in blue are the retrieved knowledge from the test
subject’s sensor data. The right part shows the simplified diagnostic guideline trees.

GPT-score Explanation. To demonstrate the rationale behind the GPT-score, we provide an example to showcase
the GPT-4 scoring’s explanation by GPT itself. Figure 16 shows an example of calculating the GPT-score for
diagnostic dialogue using GPT-4. When provided with the dialogue, ground-truth disease label, and corresponding
diagnosis guideline, GPT-4 is capable of generating reasonable scores and explanations. Notably, it can determine
the extent to which sensor data contributes to the diagnosis of the disease according to the guideline, thus
providing a reliable score of sensor data’ utilization. For example, as shown in Figure 16, the respiration and the
elevated heart rate contribute to the doctor’s concern for pneumonia, thus GPT-4 gives a higher score.
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GPT-3.5’s Diagnosis Dialogue
Patient: When I'm hungry, my stomach feels uncomfortable. After eating,
it's as if I experience indigestion. I must eat when hunger strikes; otherwise,
I become dizzy, lack energy, experience stomach discomfort, often feel
sleepy, and tire easily.
GPT-3.5: Do you have symptoms of acid reflux and heartburn?
Patient: No, I don't have.
GPT-3.5: That should be caused by an upset stomach. It could be gastritis.
Eat good digestive food recently, such as porridge and soup.
Patient: Okay, I make soup every day now.
GPT-3.5: Are you flustered? Is your heart rate usually high? If your heart
rate is high, consider testing your thyroid function.
Patient: I am not sure about my heartbeat, maybe 130.
GPT-3.5: A heart rate of 130 is considered to be high. We should test your
thyroid function to rule out any thyroid-related issues. Additionally, I
recommend monitoring your heart rate regularly and keeping a record of it.
It would be helpful to measure your heart rate at different times of the day
to see if it stays consistently high.

GPT-4’s Diagnosis Dialogue

Patient: When I'm hungry, my stomach feels uncomfortable. After
eating, it's as if I experience indigestion. I must eat when hunger strikes;
otherwise, I become dizzy, lack energy, experience stomach discomfort,
often feel sleepy, and tire easily.
GPT-4: Do you have symptoms of acid reflux and heartburn?
Patient: No, I don't have.
GPT-4: That should be caused by an upset stomach. It could be gastritis.
Eat good digestive food recently, such as porridge and soup.
Patient: Okay, I make soup every day now.
GPT-4: Are you flustered? Is your heart rate usually high? If your heart
rate is high, consider testing your thyroid function.
Patient: I am not sure about my heartbeat, maybe 130.
GPT-4: A resting heart rate of 130 beats per minute is quite high. This
could be an indication of hyperthyroidism, especially considering your
symptoms such as dizziness, lack of energy, sleepiness, and easy
fatigue, in addition to stomach discomfort. Have you noticed any
weight loss, increased sweating, or anxiety along with these symptoms?

HuatuoGPT-II’s Diagnosis Dialogue

Patient: When I'm hungry, my stomach feels uncomfortable. After
eating, it's as if I experience indigestion. I must eat when hunger strikes;
otherwise, I become dizzy, lack energy, experience stomach discomfort,
often feel sleepy, and tire easily.
HuatuoGPT-II: Do you have symptoms of acid reflux and heartburn?
Patient: No, I don't have.
HuatuoGPT-II : That should be caused by an upset stomach. It could be
gastritis. Eat good digestive food recently, such as porridge and soup.
Patient: Okay, I make soup every day now.
HuatuoGPT-II : Are you flustered? Is your heart rate usually high? If
your heart rate is high, consider testing your thyroid function.
Patient: I am not sure about my heartbeat, maybe 130.

HuatuoGPT-II: Are you experiencing feelings of anxiety and an
increased heart rate? If your pulse is within the normal range, you may
consider checking your thyroid function.

DrHouse’s Diagnosis Dialogue
Patient: When I'm hungry, my stomach feels uncomfortable. After eating, it's
as if I experience indigestion. I must eat when hunger strikes…
DrHouse: What is your gender and how old are you?
Patient: I am female, and 25 years old.
DrHouse: Do you have symptoms of acid reflux and heartburn?
Patient: No, I don't have.
DrHouse: That should be caused by an upset stomach. It could be gastritis.
Eat good digestive food recently, such as porridge and soup.
Patient: Okay, I make soup every day now.
DrHouse: Are you flustered? Is your heart rate usually high? If your heart rate
is high, consider testing your thyroid function.
Patient: I am not sure about my heartbeat, maybe 130. (Retrieved
knowledge from sensor database: The current heart rate is 85 bpm,
respiratory rate is 16, step count is 1183, and SpO2 levels are 97.)
DrHouse: Based on the symptoms you've described, such as discomfort when
hungry, indigestion after eating, dizziness, lack of energy, stomach discomfort,
and easy fatigue, along with the absence of acid reflux and heartburn, it's

possible that you may be experiencing symptoms of gastritis,…

Fig. 19. An example of showing the effectiveness of DrHouse in avoiding misdiagnosis by incorporating sensor data.

5.2.2 Qualitative Results. To better demonstrate the performance of DrHouse, we present examples of diagnosis
dialogues. The key observations from these dialogues are summarized as follows:
Observation 1: DrHouse can follow up-to-date medical guidelines for diagnosis. Figure 17 shows that
existing LLM-based virtual doctors often have too autonomy in their questioning process during diagnosis, leading
to a failure to adhere to the latest. HuatuoGPT-II made diagnostic conclusions and recommendations directly
based on the patient’s self-reported symptoms, without asking the patient for more symptoms or performing
laboratory tests. The left and right parts of Figure 18 show the diagnostic dialogue from DrHouse and the
simplified guideline trees, respectively. Results validate that DrHouse exhibits reliable instruction-following
performance and faithfully adheres to the guideline trees for diagnosis.
Observation 2: DrHouse can successfully leverage sensor data knowledge to assist in diagnostic decision-
making and advance the diagnostic process further. Figure 18 shows that DrHouse can proactively initiate
questions about disease-related physiological indicators that can be obtained from the patient’s smart devices.
Additionally, results show that DrHouse can retrieve sensor data and effectively leverage this information for
decision-making and advance the diagnostic process to another step forward, validating the LLM’s instruction-
following performance in integrating sensor data.
Observation 3: Incorporating knowledge of sensor data from subjects’ smart devices can reduce the risks
of misdiagnosis. Existing medical studies suggest numerous diseases exhibit shared symptoms [70]. For example,
gastritis and hyperthyroidism have shared symptoms like increased hunger and weight loss. The physiological
indicator of heart rate plays a vital role in distinguishing between these two diseases. To compare the performance
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Decision-making on Low Confidence Sensor Data

Patient: I had a fever for four days, and the fever lasted
for about four hours a day, and the rest of the time was
normal.
DrHouse: What is your gender and how old are you?
Patient: Female, 24.
DrHouse: Do you have any other symptoms such as cough,
sputum production, dyspnea, or wheeze?
Patient: I have yellow phlegm.
DrHouse: Have you experienced any shortness of breath
or wheezing along with your cough and fever?
Patient: No, I don’t have these symptoms.
DrHouse: Can you tell me your current temperature,
heart rate, respiratory rate, and SpO2 levels?
Patient: Sorry, I don't know. (retrieved knowledge from
sensor database: the current temperature is 37 degrees
Celsius with a confidence score of 31%. The heart rate is
108 bpm with a confidence score of 23%. The respiratory
rate is 19 breaths per minute with a confidence score of
26%. The SpO2 level is 98% with a confidence of 18%.)
DrHouse: Given that you are unsure of your heart rate,
respiratory rate, and SpO2 levels, but the sensor data has
a low confidence score, we will request you to perform
in-lab tests. I recommend obtaining a chest radiograph to
assess for pneumonia and pursue additional testing based
on the results, severity of illness, and whether a specific
pathogen is suspected. Please proceed with getting a
chest radiograph as the next step in your evaluation.

Decision-making on Patient’s Reported Symptoms

Patient: I have severe hair loss, my hair roots are wrapped
with white stuff, and my scalp is itchy.
DrHouse: What is your gender and how old are you?
Patient: Male, 23.
DrHouse: Do you have any scaly, red skin patches on your
scalp or other hairy areas of your body?
Patient: Yes, I have.
DrHouse: It is possible that you may have seborrheic
dermatitis. How extensive these patches are, have you
noticed any inflammation or lesions beyond the scalp area?
Patient: I don’t have dandruff, but I have small white
particles on my scalp.
DrHouse: It seems you have a moderate to severe
seborrheic dermatitis. The next step in the treatment
guideline would be to use an antifungal shampoo 2 to 3
times per week, along with a high-potency topical
corticosteroid. You should assess the improvement after 4
weeks. If there is improvement, you would continue with
the antifungal shampoo once or twice weekly to prevent
relapse. Here is the current probability assessment for your
condition:
- Probability of seborrheic dermatitis: High, explanation;
Based on your symptoms and the lack of improvement
with over-the-counter treatments, which indicates a
moderate to severe form of the condition.
- Probability of esophagitis: Low, explanation; You have not
mentioned any symptoms related to gastroesophageal
reflux disease, such as heartburn or difficulty swallowing.

Decision-making on High Confidence Sensor Data

Patient: I've been coughing for three or four days.
DrHouse: What is your gender and how old are you?
Patient: Male, 28.
DrHouse: Can you describe if you've experienced other
symptoms such as fever, shortness of breath, or wheezing?
Patient: I have a fever. No shortness of breath.
DrHouse: Could you tell me your current pulse rate,
respiratory rate, and if you've been experiencing any
shortness of breath or a drop in oxygen saturation?
Patient: Sorry, I don't know. (retrieved knowledge from
sensor database: Based on the given context, the person's
heart rate is 90 bpm with a confidence score of 90%, and
their respiratory rate is 20 breaths per minute with a
confidence score of 88%. The SpO2 level is 97% with a
confidence score of 95%.)
DrHouse: I would consider a clinical diagnosis of acute
bronchitis. Your symptoms are consistent with this
diagnosis: a persistent cough with sputum production and
fever, without severe symptoms like high fever, rapid heart
rate, or increased respiratory rate that would suggest
pneumonia or other serious conditions.
- Probability of acute bronchitis: High. Explanation: You
have a persistent cough with yellow phlegm and a fever,
which are symptoms of acute bronchitis. No shortness of
breath or wheezing, and your COVID-19 test is negative.
- Probability of gastritis: Low. Explanation: You have not
reported any symptoms related to gastritis, such as loss of
appetite, stomach pain, nausea, vomiting, or bleeding.

Observation4: decision-making

Fig. 20. An example of DrHouse’s decision-making considering the sensor data uncertainty. The words highlighted in red
show that DrHouse considers the sensor data uncertainty when making decisions.
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Fig. 21. Effectiveness of adaptive sensor data retrieval in DrHouse. “w” and “w/o” denote the use and non-use of adaptive
sensor data retrieval, respectively. The retrieval rate is the ratio of retrievals to total diagnostic dialogue rounds.

of different approaches on patients’ subjective descriptions, we use the same initial three rounds of dialogue,
which contain queries about the patient’s physiological indicators, and send these contexts to the virtual doctor
simultaneously. Figure 19 shows that when the patient’s subjective description is input, baseline approaches
misdiagnose gastritis as hyperthyroidism. However, DrHouse can effectively avoid misdiagnosis by incorporating
objective sensor data (highlighted in blue in Figure 19) into the diagnosis process.
Observation 4: DrHouse incorporates sensor data uncertainty into its decision-making process. Figure 20
shows an example of DrHouse’s decision-making considering the sensor data uncertainty. The left figure illustrates
how DrHouse leverages patients’ descriptions for diagnosis when sensor data retrieval is unnecessary. The middle
and right figures present two examples where DrHouse relies on sensor data knowledge for diagnostic decision-
making. When sensor data uncertainty is low, DrHouse relies more on the knowledge from the sensor data for
decision-making. Conversely, if the uncertainty level of the retrieved sensor data is high, DrHouse requests the
subject to perform an in-lab test to ensure the accuracy of the diagnosis.
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Fig. 22. Overall performance of DrHouse on MedDG and KaMed datasets when using different base LLMs.

5.3 Evaluation of System Modules
In this section, we first perform an ablation study of DrHouse’s individual modules including the effectiveness of
adaptive sensor data retrieval filtering and mapping-based guideline tree retrieval approach. Next, we perform
experiments of DrHouse under different parameter settings.

5.3.1 Effectiveness of Adaptive Sensor Data Retrieval. We first evaluate the effectiveness of adaptive sensor
data retrieval in DrHouse. The retrieval rate is denoted as the ratio of retrievals to total diagnostic dialogue
rounds. Figure 21 shows that the utilization of adaptive retrieval in DrHouse achieves 2.2x retrieval efficiency
improvement on average while exhibiting negligible impact on the diagnosis performance metrics including
compliance, sensor data utilization, and accuracy.

5.3.2 Effectiveness of Mapping-based Guideline Tree Retrieval. We further evaluate the effectiveness of mapping-
based guideline retrieval. Figure 25 shows the diagnostic guideline retrieval accuracy of DrHouse and baseline
method MedDM [26]. To our knowledge, MedDM is the only work that retrieves diagnostic guidelines in
LLM-based virtual doctors for multiple-turn diagnosis. MedDM saves the guideline tree in the vector database
and directly retrieves it based on patient’s symptoms. We use MedDM with varying parameters as baselines.
Specifically, the vector database of MedDM utilizes chunk sizes of 100, 200, 400, 800, 1000, and 2000, with a fixed
overlapping length of 100. Results show that mapping-based guideline retrieval achieves up to 10.8% higher
retrieval accuracy than the best baseline setting.

5.3.3 Impact of Hyper-parameters. In this subsection, we perform ablation study and analyze the performance of
DrHouse under different parameter settings.
Impact of Different Base LLMs. We first evaluate the diagnostic performance of DrHouse using different base
LLMs, including Llama-3-8b-Instruct, Llama-3-70b-Instruct, GPT-3.5-Turbo, and GPT-4-1106. Figure 22 shows that
using the GPT-4-1106 as the base LLM in DrHouse yields the best diagnostic performance, achieving 13.7%, 8.5%,
13.8%, 9.5% higher compliance, sensor data utilization, accuracy, and average score than the Llama-3-70b-Instruct,
respectively. It should be noted that Llama-3-8b-Instruct and Llama-3-70b-Instruct are open-source LLMs. They
exhibit faster inference speed and can be deployed on the edge devices of patients, making them a promising
choice as the base LLM in DrHouse.
Effectiveness of Semantic Filter. In this subsection, we compare the retrieval filtering accuracy of our semantic
filter with two baselines: the LLM-based approach and the hard matching approach [53]. We utilize the RoBERTa-
base model, trained on our augmented dataset, as the semantic filter. The LLM-based approach uses LLM itself
to determine whether to initiate the retrieval of sensor data. We test the performance of GPT-3.5 and GPT-4
both under the zero-shot and few-shot settings. In the zero-shot setting, we include the task instructions in the
prompt of the LLMs, following the approach used in the existing study [7], and adapt prompt instructions to
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Fig. 26. Adaptive retrieval performance in multiple mod-
els. w and w/o denote using and not using GPT-4 for data
augmentation, respectively.

suit our classification task. In the few-shot setting, we randomly select few-shot examples from the training set
and incorporate them into the prompt of LLMs. Figure 23 shows that directly incorporating task instructions of
sensor data retrieval determination into the prompt results in only 57% accuracy for GPT-3.5 and 86% accuracy
for GPT-4, both of which are lower than the accuracy of the semantic filter. In addition, our approach can even
achieve higher accuracy than 4-shot LLMs. Although adding more examples to the prompt of LLMs can improve
their performance, an overly long prompt will increase the cost of LLM calls and reduce instruction-following
performance [68]. Additionally, results show that the semantic filter achieves 43.3% higher accuracy compared to
the hard matching approach.
Effect of Different Models as Semantic Filter. Next, we evaluate retrieval filtering accuracy using various
BERT and RoBERTa models [31] as semantic filters. Figure 24 shows that Bert-base achieves 46.7% higher accuracy
compared to Bert-tiny while it only demonstrates a 3.3% lower accuracy compared to Bert-large. However, the
model size of Bert-base (110M) is 3 times smaller than Bert-large (340M). Therefore, Bert-base is used as the
semantic filter, balancing accuracy and overhead. Figure 24 illustrates that with a training dataset of 200 samples,
the Bert-base model achieves a 96.7% filtering accuracy, validating DrHouse ’s effectiveness in determining
whether to retrieve sensor data.
Effect of Data Augmentation.We further evaluate the effectiveness of data augmentation in semantic-based
retrieval filtering. Figure 26 shows that by employing GPT-4 to rewrite the queries of the LLM-based virtual doctor,
there is a significant enhancement in the accuracy of retrieval filtering. The accuracy of Bert-tiny, Bert-small,
and Bert-base increases by 36.7%, 6.7%, and 3.4%, respectively. Results show that our semantic filter can well
understand DrHouse ’s questions and query sensor data on demand.

5.4 User Study
This section shows our user study of DrHouse, including real-world test subjects (using DrHouse for disease
diagnosis) and medical experts (using DrHouse for diagnosis reference).
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Fig. 27. DrHouse’s user study for medical experts.

5.4.1 User Study for Medical Experts. We first conduct a user study for medical experts. We recruit 20 medical
experts including clinicians and PhDs in medicine. The diagnosis dialogues between DrHouse and test subjects
are presented to the medical experts for evaluation. We design a questionnaire comprising six questions and
gather feedback from these medical experts on their experience using DrHouse. The questions are as follows:
• Q1: Does the virtual doctor correctly diagnose the diseases, and if yes, to what extent?
• Q2: Does the virtual doctor’s diagnostic process align with medical standards, and if yes, to what extent?
• Q3: Is the diagnostic style of the virtual doctor consistent with yours, and if applicable, to what extent?
• Q4: Do you think our virtual doctor could assist you with your diagnosis, and if applicable, to what extent?
• Q5: Would you be willing to use our virtual doctor during the diagnostic process?
• Q6: Do you think the design of our virtual doctor is novel and practical?

Figure 27 shows the study results of medical experts. The feedback shows that 80% of medical experts find the
diagnosis of DrHouse aligned or mild aligned with the standard diagnostic procedures, and 20% of medical experts
think the diagnosis is highly aligned. In addition, 80% of medical experts think DrHouse correctly diagnoses
the diseases. However, 35% of medical experts think that the diagnostic style of DrHouse is inconsistent with
their own, which could be due to the varying diagnostic habits and styles among different clinicians. In addition,
85% of medical experts think DrHouse is beneficial for their diagnosis, and 75% of medical experts would like
to use DrHouse during their diagnostic process. These experts agree that the diagnostic consultations between
patients and DrHouse can provide valuable references and help reduce their workload. Besides, they believe the
demographic information in the diagnostic dialogue of DrHouse is very useful as a reference for their diagnosis.
In addition, 90% of the medical experts believe the design of DrHouse is novel and practical.

Overall, feedback from medical experts suggests that DrHouse’s diagnoses are universally considered reliable.
The medical experts express their willingness to utilize DrHouse as a pre-screening tool that offers valuable
references, enhances diagnostic efficiency, and reduces overhead, showing its promising market potential.

5.4.2 User Study for Real-world Test Subjects. Twelve real-world test subjects who consistently wear Apple
Watches in their daily lives participated in the user study. Each participant engages in multi-turn diagnosis
interactions using DrHouse on their mobile phones or personal computers, as shown in Figure 11. This is followed
by filling out a questionnaire about their user experience. The questions are as follows:
• Q1: Have you ever had an experience with virtual doctors for consultations before?
• Q2: Are you satisfied with the diagnosis provided by the virtual doctor, if yes, to what extent?
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Fig. 28. DrHouse’s user study for real-world test subjects.

• Q3: Can you accept the response delay of the virtual doctor, if yes, to what extent?
• Q4: Are you willing to use the virtual doctor for disease diagnosis, if yes, to what extent?
• Q5: Are you willing to provide sensor data, such as respiratory and heart rate, during the diagnostic process,
if yes, to what extent?

• Q6: Do you think the design of our virtual doctor is novel and practical?
The results in Figure 28 show that only 8.3% of the participants have previously consulted virtual doctors.

In addition, 83.4% of participants report satisfaction with the diagnoses provided by DrHouse. Regarding the
response delay of DrHouse, 75% of the participants find it acceptable. Moreover, despite these delays, most
participants find using DrHouse is much more convenient than visiting a hospital in person. Furthermore, 91.7%
of the participants express willingness to use DrHouse for future diagnoses. When asked for access to personal
sensor data, 83.4% of the participants are strongly or moderately willing to provide such data to DrHouse for
diagnostic purposes. A key reason for the high willingness to share data is that most participants in the user
study have already authorized smartphone apps to access this data. Consequently, they are generally comfortable
providing this data to another application, particularly one that offers health consultation services. Additionally,
91.7% of the participants appreciate the innovative and practical design of DrHouse. Overall, feedback from
participants in the user study indicates that DrHouse can provide reliable and satisfactory medical diagnoses
from the patient’s perspective. The substantial willingness of participants to share personal sensor data and to
utilize DrHouse for future medical consultations demonstrates the promising practical applications of DrHouse.

6 Discussion and Limitations
In this section, we discuss the limitations and future directions of DrHouse.
Integration of Additional Expert Knowledge. DrHouse requires the retrieval of guideline trees to initiate
multi-turn medical consultations. This process is impacted by the number of diagnosis guidelines incorporated in
DrHouse and the number of cases included in the symptom-disease dataset [50]. Currently, DrHouse incorporates
the diagnostic guidelines from the Up-to-Date database [47] for thirty common diseases. In the future, we plan to
include additional diagnostic guidelines to support a wider range of diseases.
Sensor Data Integration. DrHouse focuses on integrating sensor data from wearable devices like smartwatches.
The data is preprocessed by the algorithms within these devices and saved as text and tabular data. Enabling
DrHouse to integrate sensor data from other modalities, such as images and IMU data, into diagnostic decision-
making is a promising future direction. In addition, DrHouse incorporates the uncertainty of patients’ sensor
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data into its decision-making process. Integrating the latest approaches in anomaly detection [45] to enhance the
system’s ability to verify sensor data reliability remains our future work.
Response Delay. The base LLM in DrHouse is deployed on a cloud server, utilizing the API of the LLM service
provider for inference. The latency of these API calls is unstable, as server congestion and instability can prolong
the inference delay of the LLM. However, according to user study feedback (Figure 28), the majority of test
subjects think the diagnostic delay of DrHouse is acceptable as it is much shorter than traveling to a hospital.
In the future, we will consider deploying DrHouse’s base LLM on mobile devices or employing edge-cloud
collaboration [58] to reduce delays.
Subjective Factors in Diagnosis. Figure 27 shows that there are 35% of medical experts think the diagnostic
style of DrHouse is not consistent with their own. This is because each doctor possesses a unique diagnostic style.
Some doctors lean towards a conservative approach and adhere strictly to diagnostic guidelines, while others
rely heavily on their own experience. Therefore, ensuring the consistency of DrHouse’s diagnostic style with
every doctor is challenging. On the other hand, diagnostic experiences tend to be highly subjective. Currently,
DrHouse only relies on objective medical guidelines for diagnosis. Incorporating different diagnostic styles into
DrHouse is a promising future direction.
Other Medical LLMs as Base Models. In this study, we perform experiments using different base LLMs in
DrHouse, including Llama-3, GPT-3.5, and GPT-4. Leveraging existing medical LLMs as the base model can
also be considered. Existing open-sourced medical LLMs like HuatuoGPT [69] and DISC-MedLLM [5] adapt the
small LLMs to the medical domain through fine-tuning, compromising their generalization capability. We leave
exploring other existing medical LLMs as the base LLM in DrHouse as our future work.

7 Conclusion
This paper proposes DrHouse, the first LLM-empowered virtual doctor system that incorporates patients’s
daily sensor data and expert knowledge for multi-turn diagnosis. DrHouse leverages the latest diagnostic
guidelines to proactively initiate multi-turn diagnosis. During the multi-turn diagnosis process, DrHouse employs
a multi-source knowledge retrieval approach to retrieve required sensor data and expert knowledge. In addition,
DrHouse integrates the patient’s descriptions and the two types of knowledge for diagnostic decision-making.
We evaluate DrHouse on both synthetic and real-world datasets. Results show that DrHouse outperforms existing
LLM-based virtual doctors by 31.5% diagnostic accuracy.
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